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Abstract.
Most known algorithms in the streaming model of computation aim to approxi-

mate a single function such as an ℓ? norm.

In 2009, Nelson [https://sublinear.info, Open Problem 30] asked if it is

possible to design universal algorithms, that simultaneously approximate multiple

functions of the stream. In this paper we answer the question of Nelson for the

class of subset-ℓ0 norms in the insertion-only frequency-vector model. Given a family

of subsets, S ⊂ 2
[=]
, we provide a single streaming algorithm that can (1 ± �)-

approximate the subset-ℓ? norm for every ( ∈ S. Here, the subset-ℓ? norm of E ∈ ℝ=

with respect to the set ( ⊆ [=] is the ℓ? norm of E |( (the vector E restricted to ( by

zeroing all other coordinates).

Our main result is a nearly tight characterization of the space complexity of the

subset-ℓ0 norm for every family S ⊂ 2
[=]

in insertion-only streams, expressed in

terms of the “heavy-hitter dimension” of S, a new combinatorial quantity related to

the VC-dimension of S. We also show that the more general turnstile and sliding-

window models require a much larger space usage. All these results easily extend to

the ℓ1 norm.
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In addition, we design algorithms for two other subset-ℓ? variants. These can

be compared to the famous Priority Sampling algorithm of Duffield, Lund and

Thorup [JACM 2007], which achieves additive approximation � ‖E‖
1
for all possible

subsets (S = 2
[=]
) in the entrywise update model. One of our algorithms extends

their algorithm to handle turnstile updates, and another one achieves multiplicative

approximation, given a family S.

1 Introduction

The streaming model of computation, where a space-bounded algorithm makes only a single

pass over an input stream, has gained popularity for its theoretical significance and usefulness

in practice. Efficient streaming algorithms have been designed for many fundamental problems,

including, for example, moments or norms of a frequency vector E ∈ ℝ=
formed by a stream

of additive updates [2, 31, 33]; clustering a stream of points in ℝ3
[30]; and graph statistics for

streams of edge updates [27].

Most algorithms designed for this model solve only a single problem. For instance, in the

extensively studied area of streaming ℓ? norms of a frequency vector, an algorithm usually

makes a pass over the stream, and then it can use the summary it stores to compute only one

particular norm—the one it was designed for. Designing a new algorithm for each statistic can

be impractical in some applications. For example, in network monitoring, it is often desirable to

maintain a single summary of the observed traffic and use this summary for multiple tasks such

as approximating the entropy, finding elephant flows and heavy hitters, and detecting DDoS

attacks [39, 45].

The importance of multi-functional summaries has been observed in the theory community

as well. Nelson [42, Open Problem 30] asked in 2009 if it is possible to design universal algorithms

for families of functions. More formally, given a family ℱ of functions of the form 5 : ℝ= → ℝ,

the goal is to compute, in one pass over a stream representing E ∈ ℝ=
, a single summary that

can be used to evaluate 5 (E) for every function 5 ∈ ℱ . Several algorithms [18, 19, 13, 11, 15]

provide universal sketches for some families of functions, for example all symmetric norms in

a certain class [11]. However, universal algorithms are an exception rather than the rule, and

Nelson’s question is still open in any reasonable generality.

A simple systematic method to generate a family ℱ from a single function 5 : ℝ= → ℝ is to

apply this 5 to different subsets of coordinates. More precisely, for every subset ( ⊂ [=] define
the function 5( : E ↦→ 5 (E |(), where E |( denotes zeroing out the coordinates of E not in (. In this

way, every set system S ⊂ 2
[=]

describes a family of functions { 5( : ( ∈ S}. We focus on the

basic case where 5 is an ℓ? norm, and call such function families subset-ℓ? norms. As usual, we

wish to approximate each function multiplicatively, say within factor 1 ± � for a given � ∈ (0, 1);
this is clearly stronger than approximating additively by � ‖E‖? .

Subset-ℓ? norms arise naturally in applications; for instance, S could represent supported

queries to a database. Indeed, the well-known Subset Sum problem [1, 26, 48] and its variant,

the Disaggregated Subset Sum problem [24, 49], are equivalent to our subset-ℓ1-norm problem

in the entrywise and insertion-only models, respectively. Network-monitoring tasks, such as
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worm detection, rely on subset-ℓ? norms to approximate flow statistics [26]. Recall that a network

flow is a subset of network traffic defined by a source address, a customer, an organization,

an application or an arbitrary predicate. It is folklore that calculating flow volume is simply

a subset-ℓ1 query, and the number of distinct packets in a flow is a subset-ℓ0 query. Recent

work [29, 41] reiterated that approximating these subset-ℓ? queries and more general filters is

still an important open problem in network telemetry. In another recent example, Ting [49]

argued that Disaggregated Subset Sum is widely applicable in ad prediction, where future user

behavior is inferred from historical aggregate queries that have the form of subset-ℓ1 queries. In

both examples, data collection is challenging since future queries can be arbitrary, and thus it

is critical to answer large classes of subset-ℓ1 queries. We refer the reader to [26, Section 1.4.1]

and [49, Section 2.2] for detailed discussions of these and additional applications in machine

learning [47], database query estimation [50] and denial of service attacks [44].

Ourmain contribution to universal streaming is a near-tight characterization, for everyS ⊂ 2
[=]

,

of the space complexity of subset-ℓ0’s in insertion-only streams. We stress that this problem

asks to count the distinct items (non-zero coordinates of E) inside every subset ( ∈ S. Our

characterization connects the space complexity for a set system S to a combinatorial notion

that we call the heavy-hitter dimension of S, which counts the maximum possible number of

coordinates in a single E ∈ ℝ=
that may be a “heavy hitter” for some ( ∈ S (see Definition 2.1 for

full details). This notion is related to VC-dimension by VCdim(S) ≤ HHdim(S), however the

gap between the two is not bounded by any fixed factor. We in fact prove the above inequality

and make use of it in Section 2.5. Throughout, $̃(·) suppresses a polylog(=) factor, and $�(·)
suppresses a factor depending only on �; taken together, $̃�( 5 ) stands for $(,(�)(log

$(1) =)) · 5
for some function ,.

Theorem 1.1 (Informal Statement of Theorems 2.10 and 2.11). For every S ⊂ 2
[=] and � ∈ (0, 1),

there is a randomized universal algorithm for insertion-only streams, that makes one pass using
$̃�(HHdim(S)) words of storage, and can then (1 + �)-approximate each subset ℓ0-norm from S with
high probability. Moreover, every such algorithm requires Ω(HHdim(S)) bits of storage.

To illustrate the scope of this result, we present in Table 1 a few examples and properties of

the heavy-hitter dimension (their proofs appear in Section 2.1). One interesting example is the

family of all large intervals in [=], namely, of size Ω(=), which has dimension $(1). A second

one is a family of poly(=)-many uniformly-random sets (every set contains every index with

probability 1/2), which has dimension $(log =)with high probability. For both examples, our

algorithm uses small space (polylogarithmic in =) to achievemultiplicative (1+�)-approximation,

which was not known before. (For intervals, additive approximation � ‖E‖
1
can be achieved by

several known algorithms, including quantile estimates, range counting, and heavy-hitters over

dyadic intervals.)

Another interesting example is a two-dimensional family derived from the last property

in the table, as follows. Suppose each index 8 ∈ [=] is actually a pair (81 , 82) ∈ [=1] × [=2], for
instance the source and destination address of a packet. Let S1 be the family of all large intervals

with respect to 81, i. e., all [0 . . 1] × [=2] with 1 − 0 = Ω(=1), and similarly S2 with respect to

82, where throughout [0 . . 1] = {0, 0 + 1, . . . , 1} denotes an interval of integers. Each of S1 ,S2
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has heavy-hitter dimension $(1), and by the bound in the table, also their union-product

{(1 ∪ (2 : (1 ∈ S1 , (2 ∈ S2}. Our algorithm can then use small space (polylogarithmic in =) to

estimate distinct elements in subsets of form {(81 , 82) : 81 ∈ [0 . . 1] ∨ 82 ∈ [2 . . 3]}, capturing for

instance the logical-or between a range of source addresses and a range of destination addresses.

Set System HHdim Description

{(1 , . . . , (:} ≤ : any sets (tight for disjoint sets)

{( ⊂ [=] : |( | ≥ = − :} : + 1 sets missing few coordinates

{[8 . . 8′] : 8′ − 8 + 1 ≥ :} Θ(=/:) intervals of size ≥ :{
B1 , . . . , B: : all B8 , 9 ∼ ℬ(?)

}
whp $(log(=:)/?) : random subsets of density ?

{(′ ∪ (′′ : (′, (′′ ∈ S} HHdim(S) self union of S
S1 ∪ S2 ≤ HHdim(S1) +HHdim(S2) subadditivity

{(1 ∪ (2 : (1 ∈ S1 , (2 ∈ S2} ≤ HHdim(S1) +HHdim(S2) union-product of S1 ,S2

Table 1: Simple examples and basic properties of heavy-hitter dimension over domain [=].

Let us consider some natural extensions of the above theorem. First, our algorithm extends

to subset-ℓ1 as well, as shown in Theorem 2.22. Second, it is stated for insertion-only streams,

however for the more general turnstile and sliding-window models (i. e., streams with both

insertions and deletions or streams where old items expire), we show that the subset-ℓ? problem,

for any ? ≥ 0, requires space Ω(=) even if HHdim(S) = $(1). This is striking because such a

large separation between insertion-only and turnstile stream or sliding-window algorithms is

rare.

Indeed, it may be instructive to see why the smooth-histograms technique of [17] fails in this

case.

Theorem 1.2 (Informal Statement of Theorems 2.15 and 2.17). There exists S ⊂ 2
[=] with

HHdim(S) = $(1), such that every universal streaming algorithm achieving multiplicative approxima-
tion for subset-ℓ? for S requires Ω(=) bits of space in both the turnstile and sliding-window models.

Variants of the problem. Duffield, Lund and Thorup [26] consider a similar problem in the

entrywise update model, in which each entry of the vector appears in the stream at most once.

Their “subset-sum” problem is equivalent to our subset-ℓ1 problem if all entries of the vector are

non-negative.1 They devise a Priority Sampling algorithm that approximates the subset-ℓ1 norm

of every subset ( ⊂ [=], achieving in fact an optimal space usage for this model [48]. However,

their result actually guarantees an additive approximation, i. e., the error for every subset-ℓ1 query

is proportional to the ℓ1 norm of the entire vector.2 We additionally provide two extensions to

their results in new directions.

1Non-negativity is a mild assumption in this entrywise update model, because one can easily separate the positive

and negative entries and execute in parallel two algorithms.

2Indeed, Theorem 1 of [48] bounds the variance of the estimator by ‖E‖2
1
/(: − 1), where : is number of samples

being stored. This implies that with high probability, the estimator’s additive error is at most $(‖E‖
1
/
√
: − 1).
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The first extension is a full characterization of space complexity ofmultiplicative approximation
of subset-ℓ?’s in the entrywise update model. In contrast to the results of [26, 48], once a

multiplicative approximation is required, the space complexity depends on the query set system

S. Indeed, by modifying the priority sampling algorithm of [26, 48] and employing our lower

bound, we show (in Theorem 2.23) that the space complexity is now precisely Θ̃(HHdim(S)).
Our second extension achieves the same additive approximation, but in the more general

turnstile model (i. e., additive updates to entries). Similarly to the algorithm of [26, 48], our

algorithm for the subset-ℓ? problem achieves additive error �‖E‖? with space complexity that

does not depend on the query set system S. This result is summarized in the following theorem;

we note that a matching lower bound follows immediately from known results (e. g., [7]), as the

case ( = [=] is the usual approximation of ℓ? norm.

Theorem 1.3 (Informal Statement of Theorem 3.1). There exists a one-pass streaming algorithm that,
given a stream of additive updates to a vector E ∈ ℝ= , uses only $̃(1) words of space for 0 ≤ ? ≤ 2 (and
$̃�(=1−2/?) words for ? > 2), and can then approximate ‖E |(‖? within additive error �‖E‖? for each
( ⊂ [=] with high probability.

Summary. Our results are summarized in Table 2, where the first row lists the main results.

Problem Update Model Approximation Space Theorems

subset-ℓ0 or ℓ1 insertion-only multiplicative Θ̃(HHdim(S)) 2.10, 2.11, 2.22

subset-ℓ?

turnstile

multiplicative

Ω(=) 2.15

sliding-window Ω(=) 2.17

entrywise Θ̃(HHdim(S)) 2.23

subset-ℓ? turnstile additive

Θ̃(1) for 0 ≤ ? ≤ 2

Θ̃(=1−2/?) for ? > 2

3.1

Table 2: Summary of our results

1.1 Related work

There is a large body of literature that deals with approximating functions of a vector, i. e.,

norms and heavy hitters, in the streaming model of computation. This line of work was started

by Alon, Mathias, and Szegedy [2]; they gave a surprising logspace algorithm to approximate

the ℓ2 norm, and proved that space =Ω(1) is required for integer values ? ≥ 6. [31] gives the first

near-optimal algorithm (in terms of =) for ℓ? for all 0 ≤ ? ≤ 2; and [33] gives the first near-optimal

algorithm for ℓ? for all ? > 2; [32, 51, 21, 7] give tight lower bounds on this problem with respect

to the approximation parameter � and dimension =. There is a sequence of papers gradually

improving the space complexity with respect to other parameters and studying variants of

the problem. Due to the lack of space we mention only a small subset of the relevant papers:
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[23, 21, 9, 37, 36, 35, 5, 3, 16, 14, 15]; and references therein. Most of these papers design methods

that approximate a single function such as an ℓ? norm for a fixed ?.

Our setting is also related to the “subset sum” problem [1, 26, 48, 49] where one is interested

in approximating a sum of the entries of a vector indexed by a subset. It is not difficult to see

that our problem is the same as the objective in [26] when the input is restricted to non-negative

vectors; indeed the subset-sum problem is equivalent to the subset-ℓ1 problem. However, the

model in [26] is slightly different. In [26] the algorithm sees each coordinate of the frequency

vector at most once. In this paper we consider the additive updates streaming model that allows

incremental updates to the coordinates of the frequency vector. Thus, our model generalizes the

model in [26]. In addition, the algorithms in [26] solve the subset-sum problem but with an

additive error.

1.2 Preliminaries

We identify a binary vector B ∈ {0, 1}= as a subset in [=]. For two vectors D, E ∈ ℝ=
, we denote

D ◦ E ∈ ℝ=
as the Hadamard product, i. e., each (D ◦ E)8 = D8E8 . We denote the support of E,

supp(E) ⊂ [=], as the set of non-zero coordinates in E, i. e., supp(E) = {8 ∈ [=] : E8 ≠ 0}. For
each ? > 0, we denote the ℓ? norm of a vector E ∈ ℝ=

as ‖E‖? = (
∑
8∈[=] |E8 |?)1/? . For ? = 0,

‖E‖0 := | supp(E)| is the size of the support of E. For ? = ∞, ‖E‖∞ := max8∈[=] |E8 |. Note that for

? < 1, ℓ? is not a “norm” but was called a norm by convention.

In this paper we are focusing on the updates of a vector E ∈ ℝ=
. In the insertion-only

model, the input is a stream 〈01 , . . . , 0<〉, where each item 0 9 ∈ [=] represents an increment to

coordinate 0 9 of a vector E ∈ ℝ=
, which is initialized to all zeros. Thus the accumulated vector is

E =
∑<
9=1

40 9 , where {48 : 8 ∈ [=]} is the standard basis. Here < is usually assumed to be upper

bounded by poly(=). In the turnstile model, the input is a stream 〈(01 ,Δ1), . . . , (0< ,Δ<)〉, where

each item (0 9 ,Δ9) ∈ [=] × {−1, 1} represents an increment to coordinate 0 9 of a vector E ∈ ℝ=
by

Δ9 .3 Thus the accumulated vector is E =
∑<
9=1
Δ9 · 40 9 .

We are interested in the following problem.

Problem 1.4 (Subset-ℓ?). Let  ≥ 1 be a parameter. Given a set of binary vectors S ⊂ {0, 1}= ,
design an algorithm that makes a single pass over a stream of updates to a vector E ∈ ℝ=

, and at

the end of the stream the algorithm outputs a function � : S → ℝ that satisfies

∀B ∈ S , Pr[‖E ◦ B‖? ≤ �(B) ≤ ‖E ◦ B‖?] ≥ 0.9.

We call this problem the -approximation subset-ℓ? problem w.r.t. S.

Note that the above definition requires the algorithm to approximate, for each given B ∈ S,
the quantity ‖E ◦ B‖? multiplicatively. A standard parallel repeating argument can lead to

the “for-all” guarantee, i. e., the algorithm succeeds on approximating ‖E ◦ B‖? for all B ∈ S.
However, we pay an additional log |S| factor in the space—this can be linear in = if |S| is large.
It would be interesting if one can design a for-all algorithm with space not depending on log |S|.

3A more general model allows Δ8 ∈ {−", . . . , "} for some " = poly(=). The space and time requirement of the

case " = 1 is the same up to an $(log =) factor. We use " = 1 for sake of presentation.
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Note that the set system S is given to the algorithm via a read-only tape, hence the space of

storing S is not counted. A variant of this problem is the additive approximation problem.

Problem 1.5 (Additive Subset-ℓ?). For a set of binary vectors S ⊂ {0, 1}= , design a one-pass

algorithm over a stream of updates to some underlying vector E ∈ ℝ=
such that after one pass

over the stream, the algorithm outputs a function � : S → ℝ satisfies,

∀B ∈ S , Pr[‖E ◦ B‖? − �(B)
�� ≤ �‖E‖?] ≥ 0.9.

We call this problem the �-additive-approximation subset-ℓ? problem (w.r.t. S).

1.3 Technical overview

Multiplicative Subset-ℓ? algorithm for ? ∈ {0, 1}. Estimating ℓ0 of a stream is a well-studied

problem, for instance the first streaming algorithm was given in [28], and the problem’s space

complexity was settled in [2, 51, 37, 10, 34]. Let us first recall a classical sample-and-estimate

technique for this problem (see, e. g., [8]). Here, the algorithm samples each coordinate of E with

some probability @, and then uses the sampled non-zero coordinates to estimate ‖E‖0 (simply

count their number and divide by @). Suppose we could guess the correct rate @, such that

number of non-zero samples is about Θ(�−2); then we would obtain a good estimate to the ℓ0
of the stream, i. e., a (1 ± �)-approximation with constant probability. The number of guesses

is at most Θ(log =), since ‖E‖0 ≤ =, and we can try all of them in parallel. Observe that this

algorithm actually stores all distinct samples up to a point—when the samples for a guess @

exceeds the $(�−2) space bound, the algorithm starts rejecting any extra samples.

Consider now approximating ‖E ◦ B‖0 for any B in a known set system S ⊂ 2
[=]
. To use

the above sample-and-estimate technique, the guess @ should be chosen according to ‖E ◦ B‖0.
However, an algorithm that is not tailored to B will store (distinct) samples from all supp(E),
and thus it might reach its $(�−2) space bound and start rejecting samples, without storing

enough samples from supp(E ◦ B) ⊆ supp(E). The challenge is thus to store enough samples

from supp(E ◦ B) for every B ∈ S. Our idea is to rely on the structure of the set system S,
and store every sample that might be necessary for any B ∈ S, which clearly maintains the

correctness (accuracy guarantee). However, this might require large space, perhaps even linear

in |S|, and our solution is to actively delete samples that are not necessary.

To formalize this idea, we let the algorithm store a setℋ ⊂ [=] of (distinct) samples from the

stream. Nowwhenever the number of samples from some B ◦E is smaller than our$(�−2) bound,
all these samples are stored, and then ℋ can always be used to estimate ‖B ◦ E‖0. However,

when some 8 ∈ ℋ is no longer necessary for any B ∈ S (which might happen as new samples are

stored), the algorithm deletes this 8 fromℋ . The question is then: what is the maximum possible

size of ℋ? Luckily, we can show that |ℋ | = $[�−2 · HHdim(S)] via an inductive argument,

whose base case is precisely the heavy-hitter dimension. Maintainingℋ in a streaming fashion

is straightforward and requires only $[�−2 ·HHdim(S)] words of space. Recalling there are

$(log =) guesses for @, the algorithm actually stores $(log =) sets of samples, which altogether

can simulate the sample-and-estimate algorithm for any B ∈ S given at the query phase, to

achieve a multiplicative approximation of E ◦ B. This result is presented in Theorem 2.10.
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In insertion-only streams, the ℓ1 norm is just the sum of all (relevant) stream updates. We

can thus reduce the ℓ1 estimation problem to ℓ0 estimation of a new vector of dimension =<,

where < is the length of the stream. We show that the converted set system has exactly the same

heavy-hitter dimension, yielding again an algorithm with space usage $[�−2 ·HHdim(S)]. This
result is presented in Theorem 2.22.

The upper bound for subset-ℓ? norm in the entrywise update model follows similar ideas to

store a small subset that is important to the set system. The only difference is that we use the

priority sampling technique [26, 48] as the bottom-level algorithm. This result is presented in

Theorem 2.23.

Lower bound for subset-ℓ? . Our lower bound is via reduction from the well-known INDEX

problem.4 Suppose we have a set system with heavy-hitter dimension HHdim(S) (formally

defined in Definition 2.1), we can then find a vector E with HHdim(S) non-zero coordinates

and for each coordinate E8 , there exists an B
8 ∈ ( such that {8} = supp(B 8 ◦ E). Therefore, we can

encode an INDEX instance into the non-zero coordinates of E and by approximating ‖E ◦ B 8 ‖?
multiplicatively for any ?, we can have a protocol for the INDEX problem. This implies an

Ω(HHdim(S)) lower bound. This result is presented in Theorem 2.11.

Strong lower bound in the turnstilemodel and sliding-windowmodel. It is striking that in the

turnstile model or sliding-window model, there does not exist sublinear one-pass multiplicative

approximation subset-ℓ? algorithms even for a very simple set system. We show that for a simple

set system, e. g., a set system containing all the intervals with size =/2, which has heavy-hitter

dimension $(1), any multiplicative approximation of subset-ℓ? for any ? ≥ 0 requires Ω(=)
space. We show this via a reduction from a communication problem called Augmented INDEX.

In this problem, Alice has a binary vector G ∈ {0, 1}= , and Bob has an index 9 ∈ [=] together with

G 9+1 , G 9+2 , . . . , G= . Alice sends one message to Bob (only one round), who needs to determine

G 9 . It has been shown in [6] that, any constant-probability success protocol for this problem

requires Ω(=) bits of communication. We construct a protocol using the subset-ℓ? algorithm.

Alice simply maps each of its coordinates of G to some stream updates. Bob removes all G 9′

for 9′ > 9. Bob then picks the interval that contains at most one non-zero coordinate, G 9 , and

asks the algorithm to compute the ℓ? norm. Hence any multiplicative approximation can be

used to decide whether G 9 is 0. Thus, any algorithm in the turnstile model requires Ω(=) space
for this simple set system. Similar lower bounds can be shown for the sliding-window model

with a lower bound of Ω(min(,, =)), where, is the window size. These results are formally

presented in Theorem 2.15 and Theorem 2.17.

Additive approximation. Our additive approximation to the subset-ℓ? norm follows a similar

flavor of the priority sampling algorithm [26, 48]. We use the algorithmic ideas that appeared

in [20] (similar ideas also appear earlier in [5] and [3], but of different form). To approximate

4INDEX is a two-party communication problem, in which Alice’s input is a binary vector G ∈ {0, 1}= and Bob’s

input is an index 9 ∈ [=]. Alice sends one message to Bob (only one round), who needs to determine the coordinate

G 9 . This problem requires Ω(=) bits of communication, see, e. g., [6] for details.
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the ℓ? norm of a vector, we first generate = pseudorandom numbers to scale each entry of the

input vector E, which can be implemented using Θ(log =) space in the streaming setting. If the

distribution of the random numbers has a nice tail, e.g, Pr[- > G] = 1/G? , the ℓ2-heavy hitter of

the scaled vector can be shown to be a good estimation of the ℓ? norm. The scaling is “oblivious”

to the subset, i. e., for each B ∈ 2
[=]
, the ℓ2-heavy hitter of B ◦ E′ is a good estimator to ‖B ◦ E‖? ,

where E′ is the scaled version E′. This result is presented in Theorem 3.1.

2 The streaming complexity of subset-ℓ? norms

In this section we study algorithms for the subset-ℓ? problem (namely, achieve multiplicative

approximation) for ? = 0 and ? = 1. Our main finding is that the space complexity in

insertion-only streams is characterized by the following combinatorial quantity.

Definition 2.1 (Heavy-Hitter Dimension). For a set system S ⊂ 2
[=]

and a vector E ∈ ℝ=
, denote

by �(S , E) the set of heavy hitters induced by S, i. e.,

�(S , E) :=
{
8 ∈ [=] : ∃B ∈ S s.t. supp(B ◦ E) = {8}

}
,

and define the heavy-hitter dimension of S ⊂ {0, 1}= as

HHdim(S) := sup

E∈ℝ=

|�(S , E)|.

Let us provide some intuition for this definition. If supp(B ◦ E) = {8} for some vector E and

set B ∈ S, then we call the index 8 a heavy-hitter, to reflect that it dominates the other (zero)

coordinates in B ◦ E. The heavy-hitter dimension then measures the number of heavy-hitters that

a set system S could possibly induce (for an unknown E). It is known from previous sketching

algorithms, cf. [32], that estimating a vector norm can essentially be reduced to estimating the

heavy-hitters, which may provide an intuition why HHdim characterizes the space complexity

of sketching subset norms. The above definition can be easily compared to that of VC-dimension

(for the same set system), see Section 2.5 for details.

Our main result is a streaming algorithm with space complexity that is linear in the heavy-

hitter dimension, i. e., $̃�(HHdim(S)), see Theorem 2.10 in Section 2.2. We then provide several

complementary results. From the direction of space lower bounds, we prove a linear lower

bound Ω(HHdim(S)), which matches our algorithm above (in Section 2.3), and also a much

bigger bound for turnstile and sliding-window streams, which separates these richer models

from insertion-only streams (in Section 2.4). From the direction of applications of our algorithmic

techniques, we extend our algorithm to the “for-all” guarantee (in Section 2.5), and to the case

? = 1 (in Section 2.6), and we also design a variant for the more restricted model of entrywise

updates (in Section 2.7).

2.1 Examples and properties of heavy-hitter dimension

We present a few simple examples and basic properties of the heavy-hitter dimension that may

be useful in applications, essentially proving the bounds shown in Table 1.
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We begin with an alternative description of HHdim(S) where we view the set system

S ⊂ 2
[=]

as an incidence matrix, i. e., a 0 − 1 matrix describing the incidence between sets ( ∈ S
and coordinates 8 ∈ [=]. Recall that a matrix " ∈ {0, 1}:×: is called a permutation matrix if every

row and every column contain a single non-zero, i. e., exactly one 1. Clearly, up to reordering

the rows and/or columns, such a matrix can be viewed as an identity matrix.

Lemma 2.2 (Permutation Submatrix). Let S ⊂ 2
[=], and let " ∈ {0, 1} |S|×= be its incidence matrix.

Then HHdim(S) is exactly the maximum size (number of rows/columns) in a submatrix of " that is a
permutation matrix.

Proof. Denote S = {B1 , B2 , . . .}, and let : be the largest size of permutation submatrix of ".

Suppose that this submatrix is formed of rows 81 , . . . , 8: and columns 91 , . . . , 9: . Consider a

vector E ∈ {0, 1}= in which coordinates 91 , . . . , 9: have value 1 and all other coordinates have

value 0. Then it is straightforward to see that

∀; ∈ [:], supp(B8; ◦ E) = { 9;}.

Thus : ≤ HHdim(S).
For the other direction, let D ∈ ℝ=

be a vector that realizes HHdim(S). Then there are sets

B81 , . . . , B8HHdim(S) ∈ S and coordinates 91 , . . . , 9HHdim(S) ∈ [=] such that

∀; ∈ [HHdim(S)], supp(B8; ◦ D) = { 9;}.

It is easily verified that rows 81 , . . . , 8HHdim(S) and columns 91 , . . . , 9HHdim(S) form a permutation

submatrix of ". Thus, HHdim(S) ≤ :, which completes the proof. �

Using the above lemma one can analyze the heavy-hitter dimension of several explicit set

systems, as listed in the first four lines in Table 1. This lemma also implies bounds for several

operations on set systems, as listed in the last three lines in Table 1. The proofs are rather

straightforward and we give examples in Proposition 2.3 and Proposition 2.4 below.

Proposition 2.3 (Random Sets). Let S ⊂ 2
[=] be a set system of size |S| = :, whose incidence matrix

" is formed of entries that are independent Bernoulli random variables with parameter ? ∈ (0, 1/2]. In
other words, every set (8 ∈ S contains every coordinate 9 ∈ [=] independently with probability ?. Then

Pr

[
HHdim(S) ≤ $(log(=:)/?)

]
≥ 1 − 1/poly(=:).

Proof. Fix C rows and C = 2 log(=:)/? columns of " for some absolute constant 2 > 0 and

consider the corresponding submatrix "′. The probability that "′ is an identity matrix is

?C(1 − ?)C2−C ≤ 4−?C2/2. For the event HHdim(S) ≥ C to occur there must be ordered sequences

of C rows and C columns that yield an identity "′. Since the number of such choices is at most

=C · :C , we obtain

Pr

[
HHdim(S) ≥ C

]
≤ (=:)C · 4−?C2/2 ≤ 4−?C2/4 ≤ 1/poly(=:),

where we use the fact that (=:)C = 4?C2/2 and choose 2 appropriately. �
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Proposition 2.4 (Subadditivity). For every S1 ,S2 ⊂ 2
[=],

HHdim(S1 ∪ S2) ≤ HHdim(S1) +HHdim(S2).

Proof. Let "1 and "2 be the incidence matrices of S1 and S2, respectively. Then the incidence

matrix of S1 ∪ S2 is, using block-matrix notation, simply " =
[
"1

"2

]
. Every permutation

submatrix of " can be partitioned into "1 and "2. As each part must contain a permutation

submatrix that uses all its rows, the proposition follows. �

2.2 Streaming algorithm for the subset-ℓ0 norm

We now design a one-pass streaming algorithm for the subset-ℓ0 problem in an insertion-only

stream. Recall that in this model the input is a stream 〈01 , . . . , 0<〉, where each item 0 9 ∈ [=]
represents an increment to coordinate 0 9 of a vector E ∈ ℝ=

. The streaming algorithm has two

phases, an update phase that scans the stream, and a query phase that evaluates a query B ∈ S.
(In the case below, the query phase formally does not answer a specific query B ∈ S, but rather
reports a list that implicitly represents all queries B ∈ S.) We assume that the set system S is

given to the algorithm via a read-only tape, and thus requires no storage. See Section 1.2 for

detailed definitions.

The algorithm uses a well-known technique of subsampling the coordinates of E (i. e., the

set [=]) at a predetermined rate ? ∈ (0, 1], and producing an estimate only if the resulting vector

has Ω(�−2) non-zeros. Usually, counting the number of sampled non-zeros requires little space,

but this is more challenging in our case of all norms B ∈ S.
The key to bounding the total space usage is the following proposition, which bounds the

global number of samples stored, when each of these samples is “needed” locally by some

subset B ∈ S. This condition has a parameter :, and the reader may initially think of : = 1.

Proposition 2.5. Let S ⊂ {0, 1}= be a set system. Suppose / ⊂ [=] and : ≥ 1 are such that for every
8 ∈ /

∃B ∈ S , 8 ∈ B and |/ ∩ B | ≤ : (2.1)

(in words, index 8 is “:-needed” by some B ∈ S). Then |/ | ≤ : ·HHdim(S).

Proof. We proceed by induction on :. For the base case : = 1, consider a vector E ∈ {0, 1}=
whose support is exactly the given /. Then for every 8 ∈ /, there is B ∈ S such that / ∩ B = {8},
and thus �(B, E) := supp(B ◦ E) = {8}. It follows that |/ | ≤ |�(S , E)| ≤ HHdim(S).

For the inductive step, consider : ≥ 2. Given /, construct � ⊂ / as follows. Start with

� = /, and then repeatedly, if � contains an index 8 for which there is no B ∈ S with �∩ B = {8}
(i. e., 8 is not 1-needed), then remove 8 from �. The repetitions stop when � contains no such

index 8. We claim that the final set � satisfies

∀B ∈ S , / ∩ B ≠ ∅ ⇔ � ∩ B ≠ ∅.

For the forward direction, observe that initially |� ∩ B | = |/ ∩ B | ≥ 1, and that no iteration ever

decreases any |� ∩ B | from 1 to 0. The reverse direction is obvious because � ⊂ /.
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We can verify that / \ � satisfies the induction hypothesis, i. e., that every 8 ∈ / \ � is

(: − 1)-needed. Indeed, since 8 ∈ /, it is :-needed by some B ∈ S, as expressed by (2.1), and by

the claim, this same B also satisfies |� ∩ B | ≥ 1. Hence, |(/ \ �) ∩ B | ≤ : − 1, which shows 8 is

(: − 1)-needed. Applying the induction hypothesis, we have |/ \ �| ≤ (: − 1) ·HHdim(S).
In addition, � satisfies the induction’s base case : = 1, because the iterations stop when

every 8 ∈ � is 1-needed. Hence |�| ≤ HHdim(S), and we conclude that |/ | = |/ \ �| + |�| ≤
: ·HHdim(S). �

Our algorithm is based on simulating the simple estimator defined in the following lemma.

(The difficulty will be to apply it to B ◦ E for B ∈ S that is not known in advance.)

Lemma 2.6. Fix E ∈ ℝ= , and sample its coordinates to form E′ ∈ ℝ= as follows. Suppose each coordinate
is E′

8
= E8-8 , where -1 , . . . , -= are pairwise-independent identically distributed Bernoulli random

variables with parameter ? ∈ (0, 1]. Then

E
[

1

? ‖E
′‖0

]
= ‖E‖0 , Var

(
1

? ‖E
′‖0

)
=

1−?
? ‖E‖0 , and

Pr

[�� 1

? ‖E
′‖0 − ‖E‖0

�� ≥ 3(1−?? ‖E‖0)
1/2

]
≤ 1

9
.

Proof. The expectation and variance follow from direct calculation (note that it suffices to assume

pairwise independence). The tail bound is straightforward from Chebyshev’s inequality. �

Our basic algorithm for storing a subsample of the coordinates is described in Algorithm 1.

The idea is to sample the universe [=] at rate ? ∈ (0, 1] using pairwise independent random

variables �1 , . . . , �= ∈ {0, 1} (this can be viewed as a hash function � : [=] → {0, 1}). We store

the sampled items (coordinates) from the stream so long as they are “needed” by some B ∈ S,
or more precisely, *-needed in the sense of Proposition 2.5. Here, the budget parameter *

represents a “local” bound that holds separately for each B ∈ S. We show that at the end, for

every B ∈ S, if B contains at most* sampled coordinates, then all these samples are completely

stored; otherwise, the number of samples stored is at least* . We will later use this algorithm to

simulate a pairwise-independent sampling from a desired B ∈ S.

Lemma 2.7. Consider Algorithm 1 for S ⊂ {0, 1}= with parameters ? ∈ (0, 1] and* ∈ [1, =]. When
run on an insertion-only stream accumulating to E ∈ ℝ= , it makes one pass, uses $(*) ·HHdim(S)
words of space, and outputsℋ ⊂ [=] of size |ℋ | ≤ * ·HHdim(S). Moreover, suppose that � ∈ {0, 1}=
is the sampling vector from the algorithm. Then for every B ∈ S, if ‖� ◦ B ◦ E‖

0
≤ * then

supp(� ◦ B ◦ E) ⊂ ℋ ;

and otherwise |ℋ ∩ B | ≥ * .

Proof. Observe that after each update operation, every 8 ∈ ℋ is*-needed, i. e.,

∃B ∈ S , 8 ∈ B and |B ∩ℋ| ≤ *.
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Algorithm 1 Bounded-Sampler for S ⊂ {0, 1}=
1: Input: ? ∈ (0, 1], * ∈ [1, =], an insertion-only stream 〈01 , . . . , 0<〉, where each item 0 9 ∈ [=]
2: Initialize:
3: ℋ ← ∅
4: pick random �1 , . . . , �= ∈ {0, 1}= , with each Pr[�8 = 1] = ? and pairwise independent

5: Update(0 9):
6: if �0 9 = 1 and 0 9 ∉ ℋ then
7: ℋ ←ℋ ∪ {0 9}
8: while there is 8 ∈ ℋ such that all B ∈ S with 8 ∈ B satisfy |B ∩ℋ| > * do
9: remove this 8 fromℋ ⊲ remove 8 that is not*-needed

10: Query():
11: returnℋ ⊲ implicit answer supp(� ◦ B ◦ E) for each B ∈ S

By applying Proposition 2.5 to thisℋ we have that |ℋ | ≤ * ·HHdim(S). This bound applies in

particular to the outputℋ , and also implies that the algorithm uses $(*) ·HHdim(S)words of

space.

Now consider ℋ at the end of the stream, and some B ∈ S. Let / = supp(� ◦ B ◦ E). If

|/ | ≤ * , then every 8 ∈ / must have been stored in the finalℋ (because it must be added at

some update and can never be removed), which proves that / ⊂ ℋ .

Next, suppose that |/ | > * . Observe that every index 8 ∈ / is added at some point toℋ ,

hence |B ∩ℋ| is increased more than* times. Moreover, whenever any 8 ∈ B ∩ℋ is removed

fromℋ , it may only decrease |B ∩ℋ| from* + 1 to* , but never below* . It follows that at the

end of the execution, |B ∩ℋ| ≥ * . �

We shall use Algorithm 1 as a subroutine twice, first to compute an $(1)-approximation

to a query B ∈ S, and then (a refined version of it) to compute a (1 ± �)-approximation. En

route to an $(1)-approximation, we introduce Algorithm 2, which simply runs Algorithm 1

in parallel Θ(log log =) times, and then when given a query B ∈ S, it outputs one bit. The next
lemma shows that this algorithm solves a promise (gap) version of the subset-ℓ0 problem: if

‖E ◦ B‖
0
≤ 1/(2?) then with high probability it outputs 0, and if ‖E ◦ B‖

0
≥ 2/? then with high

probability it outputs 1.

Lemma 2.8. Consider Algorithm 2 for S ⊂ {0, 1}= with parameter A ∈ [1
4
, =]. When run on an

insertion-only stream accumulating to E ∈ ℝ= , it makes one pass and uses $(log log = ·HHdim(S))
words of space, and then when queried for B ∈ S, with probability at least 1 − $(1/log

2 =) its output
satisfies: if ‖E ◦ B‖0 ≤ A/2 the output is 0, and if ‖E ◦ B‖0 ≥ 2A the output is 1.

Proof. The algorithm’s space usage is dominated by the C instances of the Bounded-Sampler,

and thus follows from Lemma 2.7.

If A ≤ * , then ? = 1 and the algorithm is deterministic, with the following guarantee by

Lemma 2.7. If ‖B ◦ E‖
0
≤ A/2 ≤ * , then I = ‖B ◦ E‖

0
is an exact estimator, and the output is 0. If

‖B ◦ E‖
0
≥ 2A, then I ≥ min(‖B ◦ E‖

0
, *) ≥ A and the output is 1.
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Algorithm 2 Constant-Detector for S ⊂ {0, 1}=

1: Input: A ∈ [1
4
, =], an insertion-only stream 〈01 , . . . , 0<〉, where each item 0 9 ∈ [=]

2: Initialize:
3: * ← 100, ? ← min(1, */A), C ← Θ(log log =)
4: letA1 , . . . ,AC be instances of Bounded-Sampler with parameters ? and*

5: Update(0 9):
6: update eachA8 with 0 9
7: Query(B ∈ S):
8: query eachA8 for B and letℋ8 be its output

9: Ī ← 1

? ·median

(
|ℋ1 ∩ B |, . . . , |ℋC ∩ B |

)
10: return 1{Ī≥A}

We thus assume henceforth that A > * and thus ? = */A. Consider an instanceA8 of the

Bounded-Sampler, letℋ8 be its output, and let �8 ∈ {0, 1}= be its sampling vector. We would

like to analyze the quantity
1

? |ℋ8 ∩ B | used in the algorithm.

Now suppose ‖B ◦ E‖0 ≥ 2A = 2*
? . Then by Lemma 2.6, the expectation is E[ 1?

�8 ◦ B ◦ E
0

] =
‖B ◦ E‖

0
, and with probability at least 8/9,

1

?

�8 ◦ B ◦ E
0

≥ ‖B ◦ E‖
0
− 3

(
1−?
? ‖B ◦ E‖0

)
1/2 ≥ ‖B ◦ E‖

0
− 3

(2*)1/2 ‖B ◦ E‖0 ≥
3

4
‖B ◦ E‖

0
≥ 3*

2? .

In this event,

�8 ◦ B ◦ E
0

≥ 3*
2
> * , which by Lemma 2.7 implies that |ℋ8∩B | ≥ * , and therefore

the estimate obtained from the instance A8 is
1

? |ℋ8 ∩ B | ≥ 1

?* ≥ A. By a standard probability

amplification argument, i. e., Chernoff bound, with probability at least 1 − $(1/log
2 =), the

median of C independent repetitions is Ī ≥ A, and the output is 1.

Suppose next that ‖B ◦ E‖0 ≤ A
2
= *

2? . Then by Lemma 2.6, with probability at least 8/9,

1

?

�8 ◦ B ◦ E
0

≤ ‖B ◦ E‖
0
+ 3

(
1−?
? ‖B ◦ E‖0

)
1/2 ≤ *

2? + 3

? (*2 )
1/2 ≤ 3*

4? .

In this event,

�8 ◦ B ◦ E
0

≤ 3*
4

which by Lemma 2.7 implies thatℋ8 ∩ B = supp(�8 ◦ B ◦ E), and
therefore the estimate obtained from the instanceA8 is

1

? |ℋ8 ∩ B | = 1

?

�8 ◦ B ◦ E
0

≤ 3*
4? < A. By

a standard probability amplification argument, i. e., Chernoff bound, with probability at least

1 − $(1/log
2 =), the median of C independent repetitions is Ī < A, and the output is 0. �

Using Algorithm 2 we can now easily design an algorithm achieving $(1)-approximation.

This algorithm uses standard ideas from the literature, like subsampling a stream at different

rates, which goes back to [28]). We adapt it here to our setting of a set system.

Lemma 2.9 (8-approximation algorithm). There is an algorithm that when run for S ⊂ {0, 1}= with
parameter A ∈ [1

4
, =] on an insertion-only stream accumulating to E ∈ ℝ= , makes one pass and uses

$(log = · log log = ·HHdim(S)) words of space, and then when queried for B ∈ S, it output a number
I that with probability at least 0.99 satisfies ‖B ◦ E‖0 < I < 8‖B ◦ E‖0.
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Proof. The algorithm consists of ; = $(log =) parallel independent instances of Algorithm 2,

denoted ℬ0 ,ℬ1 , . . . ,ℬ; . For each instance ℬ9 , the parameter is A 9 = 2
9−2

. To process a query

B ∈ S, the algorithm queries every instance for this B. Let G 9 denote the output from instance ℬ9 .
By Lemma 2.8, G0 = 0 if and only if ‖B ◦ E‖0 = 0. Hence, G0 can be used to distinguish whether

‖B ◦ E‖0 = 0, and we may assume henceforth that ‖B ◦ E‖0 > 0.

The algorithm computes 9∗ which is the smallest 9 ≥ 1 such that G 9 = 0, and outputs

I = 2
9∗
. By Lemma 2.8 and a union bound, with probability at least 0.99, for all 9 = 1, . . . , ;, if

‖B ◦ E‖0 ≥ 2A 9 = 2
9
then G 9 = 1, and if ‖B ◦ E‖0 ≤ A 9/2 = 2

9−2
then G 9 = 0. Assuming this event

happens, and by applying the first condition to 9∗ and the second one to 9∗ − 1 (both in the

contrapositive form), we obtain 2
(9∗−1)−2 < ‖B ◦ E‖0 < 2

9∗ = I.

It is easy to verify the algorithm’s space requirement, and this completes the proof. �

We now design an (1± �)-approximation algorithm, by using the above $(1)-approximation

algorithm and a variant of Algorithm 1.

Algorithm 3Multiplicative Approximation for S ⊂ {0, 1}=
1: Input: � ∈ (0, 1), an insertion-only stream 〈01 , . . . , 0<〉, where each item 0 9 ∈ [=]
2: Initialize:
3: C ← Θ(log =)
4: let {A8}8=1,...,C be instances of Bounded-Sampler with parameters ?8 = 2

1−8
and * =

d400�−2e
5: let ℬ be an 8-approximation algorithm (from Lemma 2.9)

6: Update(0 9):
7: Update ℬ and eachA8 with 0 9
8: Query(B ∈ S):
9: query ℬ for B and let I be its output

10: ; ← max(1, dlog(I�2/100)e);
11: queryA; for B and letℋ; be its output

12: return 1

?;
|ℋ; ∩ B |;

Theorem 2.10. Consider Algorithm 3 for S ⊂ {0, 1}= with parameter � ∈ (0, 1). When run on an
insertion-only stream accumulating to E ∈ ℝ= , it makes one pass and uses $((�−2 + log log =) log = ·
HHdim(S)) words of space, and then when queried for B ∈ S, its output Î(B) satisfies5

∀B ∈ S , Pr

[̂
I(B) ∈ (1 ± �)‖B ◦ E‖0

]
≥ 0.8.

Proof. We assume ‖B ◦ E‖0 > 0, since otherwise the algorithm specified in Lemma 2.9 already

gives the correct answer. Next, by Lemma 2.9, with probability at least 0.99, the value I reported

by ℬ is an 8-approximation to ‖B ◦ E‖0, and for the rest of the proof we assume this event

5Our sketching algorithm uses pairwise-independent random bits, and its success probability can be amplified by

independent parallel repetitions of the algorithm. A possibly better approach is to use :-wise independent random

bits for larger : to amplify the success probability directly.
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happens. Consider ; as in the algorithm, and its corresponding ?; = 2
1−; = min(1, 200�−2/I),

then

min(1, 25�−2/‖B ◦ E‖0) ≤ ?; ≤ min(1, 200�−2/‖B ◦ E‖0).
Let /; ⊂ supp(B ◦ E) be the set of indices sampled in algorithm A; by the hash function �,
and recall it samples each index in supp(B ◦ E) with probability ?; pairwise independently. By

Lemma 2.6, with probability at least 0.8,��� 1

?;
|/; | − ‖B ◦ E‖0

��� ≤ 3(1−?;?;
‖B ◦ E‖0)1/2 ≤ �‖B ◦ E‖0 ,

which implies that |/; | ≤ (1 + �)?; ‖B ◦ E‖0 ≤ 400�−2 = * . When this happens, by Lemma 2.7

instance A; of Algorithm 1 outputs ℋ; that satisfies ℋ; ∩ B = /; , and we conclude that our

algorithm’s output is
1

?;
|ℋ; ∩ B | = 1

?;
|/; | ∈ (1 ± �)‖B ◦ E‖0.

The proof of Theorem 2.10 is completed by easily verifying the space usage of the algorithm.

�

2.3 Matching lower bound

We prove that for every set system S ⊂ {0, 1}= , the space complexity of every universal

streaming algorithm must beΩ(HHdim(S)), which matches Theorem 2.10 in terms of the linear

dependence on the heavy-hitter dimension.

Theorem 2.11. Let S ⊂ {0, 1}= be a non-empty set system. Suppose A is a (randomized) one-pass
streaming algorithm that solves the subset-ℓ? problem for S within approximation factor  ≥ 1 for some
? ≥ 0. ThenA requires Ω(HHdim(S)) bits of space for some insertion-only stream input. Moreover,
if  = 1 + � for some � ≥ 1/

√
maxB∈S ‖B‖0 and ? ≠ 1, then A requires Ω(HHdim(S) + �−2) bits of

space.

Proof. We begin with the lower bound for Ω(HHdim(S)). Let : = HHdim(S) ≥ 1, then

there exists a vector E ∈ ℝ=
such that |�((, E)| ≥ :. Without loss of generality, we can

assume E ∈ {0, 1}= since replacing each non-zero coordinate of E with 1 does not change

�(B, E) := supp(B) ∩ supp(E) for any B ∈ {0, 1}= .
Since S is given to the algorithm before the stream begins, we can use the vector E and the

algorithm S to design a one-way communication protocol that solves INDEX(:), in which Alice

is holding a binary vector G ∈ {0, 1}: of dimension : and Bob is holding index 8 ∈ [:]. Alice

needs to send one round of messages to Bob. Bob needs to figure out the 8-th coordinate in

Alice’s string. It is well-known that any protocol with at least constant probability of success

requires Ω(:) bits (see, e. g., [38]).
We now describe the protocol for the INDEX problem using the algorithm for the subset-ℓ?

problem. Firstly, since |�(S , E)| ≥ :, there exists B1 , B2 , . . . , B: ∈ S such that each ‖B 9 ◦ E‖0 = 1

and �(B 9 , E)s are disjoint. Therefore, each B 9 uniquely picks up a coordinate in E. We denote

the non-zero coordinate of B 9 ◦ E as I 9 . Alice and Bob (without communication) then map the

9-th element in [:] to the I 9-th coordinate in E. Alice then modifies E such that EI 9 = G 9 for

each 9. As such, Alice obtains a vector E′. She then converts the vector E′ to a insertion-only
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stream and runs the algorithm A on vector E and sends the memory content to Bob. Bob

recovers the instance of the algorithm A and runs a query on approximating the ℓ? norm of

vector E′ ◦ B8 . Since ‖E′ ◦ B8 ‖? = G8 , Bob can recover an answer for the INDEX problem from any

-multiplicative approximation of ‖E′ ◦ B8 ‖? . Thus algorithmA must use Ω(:) bits of space in
the worst case.

Lastly, the Ω(�−2) lower bound follows from the standard lower bound for ℓ? norm [32]. �

Remark 2.12. For every ? ≤ 2, the lower bound Ω(HHdim(S) + �−2) is existentially tight up

to polylog(=)-factor. Indeed, the system S∗ = {41 , . . . , 4:−1 , [: . . =]} has HHdim(S∗) = |S∗ | = :,
but admits an algorithm with space usage $(HHdim(S∗) + 1/�2) by explicitly storing the first

: − 1 coordinates and running an ℓ?-norm algorithm for the coordinates-subset [: . . =]. Thus,
Theorem 2.11 provides the best-possible dependence on �.

Remark 2.13. Some set systemsS ⊂ {0, 1}= admit a stronger lower bound hand ofΩ(HHdim(S)·
�−2). Indeed, consider a set system with HHdim(S) disjoint subsets where each subset has

cardinality �−2
, then a lower bound follows by a reduction from HHdim(S) independent

instances of Gap Hamming Distance, and apply [4], which is based on [22, 12]. Thus, the space

complexity in Theorem 2.10 provides the best-possible dependence on �.

2.4 Strong lower bounds for turnstile and sliding-window models

We now show an impossibility result for the subset-ℓ? problem in richer data streams, namely,

the strict turnstile and sliding-window models. Specifically, we exhibit a family of subsets

that has a small heavy-hitter dimension but does not admit efficient (nontrivial) streaming

algorithms in those richer data streams. This shows a strong separation from the insertion-only

model.

Recall that in the turnstile model, the stream contains additive updates to a vector E ∈ ℝ=
,

which is initialized to all-zeros. As the updates may be negative, it captures both insertions and

deletions. In the strict turnstile model, the coordinates of E must remain non-negative at all

times. For an even integer =, let Sint ⊂ 2
[=]

be the family of all intervals of length =/2 (and thus

cardinality =/2 + 1), i. e.,

Sint :=
{
[0..0 + =/2] : 0 = 1, . . . , =/2

}
.

We next show that Sint has a small heavy-hitter dimension (much smaller than its cardinality

|Sint | = =/2), and thus admits efficient algorithms for insertion-only streams.

Proposition 2.14. HHdim(Sint) ≤ 2.

Proof. Consider any vector E ∈ ℝ=
. We claim that �(Sint , E) contains at most one index from

[1..=/2]. Indeed, if there is such an index at all, let 9 be the smallest one. Then there is B ∈ Sint

such that supp(B ◦ E) = { 9}, which implies that E 9+1 , . . . , E=/2 must all be equal to 0. It follows

that 9 + 1, . . . , =/2 ∉ �(Sint , E), and the claim follows. A symmetric claim applies to the indices

from [=/2 + 1..=], and thus |�(Sint , E)| ≤ 2. �
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We now show a strong space lower bound for every streaming algorithm in the turnstile

model.

Theorem 2.15. Suppose A is a (randomized) one-pass streaming algorithm that solves the subset-ℓ?
problem for Sint within approximation factor  ≥ 1 for some ? ≥ 0. Then for some turnstile stream input,
A requires Ω(=) bits of space.

Before proving the theorem, we recall a known communication lower bound, which was

introduced and proved in [6], following the classical Index problem from [40]. In the Augmented
Index problem, denoted AUG= , Alice holds a binary vector G ∈ {0, 1}= , and Bob holds an index

9 ∈ [=] and a sequence G 9+1 , . . . , G= ∈ {0, 1} (part of Alice’s vector). Alice then sends a single

round of message to Bob, who is required to output G 9 .

Theorem 2.16 (Lower Bound for Augmented Index [6]). In every shared-randomness protocol for
AUG= (with success probability at least 0.9), Alice must send Ω(=) bits.

We are now ready to prove our theorem.

Proof of Theorem 2.15. Without loss of generality, suppose = > 0 is an even integer. Suppose we

have an algorithmA that solves, with -approximation, the subset-ℓ? problem of Sint. We now

describe a protocol that solves the AUG=/2 problem. Now Alice has a binary vector G ∈ {0, 1}=/2,
and Bob has an index 9 and G 9+1 , G 9+2 , . . . G=/2. Alice treats her vector G as a stream of updates

and feeds it toA. She then sends the memory content ofA to Bob. Bob continues runningA
based on the memory content received from Alice. He then feeds −G 9+1 ,−G 9+2 , . . . ,−G=/2 to the

stream. After this, Bob queries the set B 9 = [9 . . 9 + =/2]. If the algorithm answers a number > 0,

Bob then claims G 9 = 1. Otherwise he claims G 9 = 0.

To show the correctness, we observe that after Bob’s updates, the vector in the stream is

exactly G′ = (G1 , G2 , . . . , G 9 , 0, 0, . . . , 0). Therefore, G′ ◦ B 9 = (0, . . . , 0, G 9 , 0, . . . , 0). Hence if G 9 = 0,

then with probability at least 0.9,A outputs 0 and if G 9 ≠ 0, then with probability at least 0.9,A
outputs > 0. Thus, the lower bound of AUG=/2 implies a space lower bound ofA. �

A similar argument applies to the sliding-window model, where the stream has a parameter

, ≥ 1 called window-size, and the input vector E ∈ ℝ=
at any time C is determined by the last

, additive updates, i. e., items from time C −, or earlier in the stream expire (are ignored).

Theorem 2.17. Suppose A is a (randomized) one-pass streaming algorithm that solves the subset-ℓ?
problem for Sint within approximation factor  ≥ 1 for some ? ≥ 0. Then for some sliding-window
stream input,A requires Ω(min(=,,)) bits of space.

Proof. Suppose we have an algorithm A that solves, with -approximation, the subset-ℓ?
problem for Sint for the most recent, updates at any time C. Let 3 = min(=/2,,). We now

describe a protocol that solves the AUG3 problem. Now Alice has a binary vector G ∈ {0, 1}3,
and Bob has an index 9 and G 9+1 , G 9+2 , . . . G3. Alice treats her vector G as a stream of updates

and feeds it toA in an order G3 , G3−1 , . . . , G1. She then sends the memory content ofA to Bob.

Bob continues running A based on the memory content received from Alice. He then feeds
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arbitrary updates for G 9−1 to the stream such that all updates of G3 , G3−1 , . . . , G 9+1 expire except

the update of G 9 , i. e., Bob sends, −∑3
9′=9+1

G 9′ updates to the (9 − 1)-st coordinate of E. After

this, Bob queries the set B 9 = [9 , 9 + =/2]. If the algorithm answers a number > 0, Bob then claims

G 9 = 1. Otherwise he claims G 9 = 0.

It is easy to verify the correctness of the protocol and hence proves a Ω(min(=,,)) space
lower bound of the algorithm. �

2.5 Streaming algorithm with “for all” guarantee

We now show how to extend our algorithm to achieve the “for all” guarantee using space usage

$̃�(HHdim(S)2). The key is to establish a connection between the heavy-hitter dimension and

the VC-dimension (of every set system S), and the algorithm then follows by the standard

technique of amplifying the success probability by independent repetitions.

Recall that the VC-dimension of S is defined as the maximum cardinality of a set � ⊂ [=]
that is shattered, where � is called shattered if every subset of � can be realized as �∩( for some

( ∈ S. The heavy-hitter dimension can be defined analogously, by modifying the definition

of being shattered to this: for every element 0 ∈ �, there is ( ∈ S such that ( ∩ � = {0}. It
then follows easily that VCdim(S) ≤ HHdim(S), proved formally in Proposition 2.18 below.

However the gap between them cannot be bounded by any fixed factor. For instance, when S is

the set of : ∈ [=] singleton sets, VCdim(S) = 1 whereas HHdim(S) = :.
Proposition 2.18. Let S ⊂ 2

[=], and denote its VC-dimension by VCdim(S). Then
VCdim(S) ≤ HHdim(S).

Proof. We show that S cannot shatter any set of size HHdim(S) + 1. Suppose S can shatter a set

S with |( | = HHdim(S) + 1. Then for each 0 ∈ S, we have a set B0 ∈ S such that {0} = B0 ∩ (.
This in turn indicates HHdim(S) ≥ HHdim(S) + 1, a contradiction. �

Lemma 2.19 (Sauer-Shelah Lemma [43, 46]). Every S ⊂ 2
[=] with VC-dimension : has cardinality

|S| = $(=:).
The next theorem achieves the “for all” guarantee by standard amplification, namely, by

reporting the median value of $(log|S|) independent repetitions, and using the above to bound

this number of repetitions.

Theorem 2.20. For every S ⊂ {0, 1}= there is a one-pass streaming algorithm, that when run and
� ∈ (0, 1) on an insertion-only stream accumulating to E ∈ ℝ= , it uses$((�−2+log log =)·HHdim(S)2 ·
log

2 =) words of space, and then when queried for B ∈ S, its output Î(B) satisfies

Pr

[
∀B ∈ S , Î(B) ∈ (1 ± �)‖B ◦ E‖0

]
≥ 0.9.

Proof. We apply Algorithm 2.10 $(log|S|) times independently in parallel, and answer any

query using the median value of all the repetitions. For the space bound, we use Lemma 2.19

and Proposition 2.18 to bound the number of repetitions by

$(log|S|) ≤ $(VCdim(S) · log =) ≤ $(HHdim(S) · log =).
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For the desired error bound we use a union bound over all B ∈ S, where the error probability for

a fixed query B ∈ S is at most 2
−Ω(log|S|) ≤ 0.1/|S| by a standard Chernoff bound and a suitable

choice of constants. �

2.6 Generalizing the algorithm to the subset-ℓ1 norm

In the insertion-only streaming model, the ℓ1 norm of a vector E is simply the sum of all updates

(effectively without absolute values). Thus, we can then reduce ℓ1 to ℓ0, and obtain an algorithm

for subset-ℓ1, as follows. Assuming that the stream length < is bounded by < = poly(=), we

convert each update 0 9 ∈ [=] to an update of the form (0 9 , 9) to E′ ∈ ℝ=×<
, a binary vector in a

larger dimension. It is easy to verify that ‖E′‖0 = ‖E‖1. We also convert the set system S ∈ 2
[=]

to the new universe as follows. For each B ∈ S, we expand each of its entries B8 to < duplicates

of B8 , which yields a new set system S′ ⊂ 2
[=×<]

. The following lemma shows that the new set

system S′ has the same-heavy hitter dimension as S.

Lemma 2.21. HHdim(S′) = HHdim(S).

Proof. We first show HHdim(S) ≤ HHdim(S′). For each vector E ∈ ℝ=
, we can pad each

coordinate with < − 1 zeros to obtain a vector E′. Therefore, |�(E,S)| = |�(E′,S′)| and thus

HHdim(S) ≤ HHdim(S′). We now show the other direction, HHdim(S′) ≤ HHdim(S). For
any vector E′ ∈ ℝ=×<

, suppose an B′ ∈ S′ satisfies supp(B′◦E′) = {(8 , 9)} for some (8 , 9) ∈ [=]×[<].
Then it must be the case that E(8 , 9′) = 0 for any 9′ ≠ 9 since (8 , 9′) ∈ B′ for all 9′ ∈ [<]. Suppose
|�(E′, (′)| = :, then there exists : distinct indices 81 , 82 , . . . , 8: ∈ [=] and some : indices

91 , 92 , . . . 9: ∈ [<] such that for each ; ∈ [:] there exists B′
;
∈ S′ with supp(B′

;
◦ E′) = {(8; , 9;)}.

Consider a corresponding vector E ∈ ℝ=
with only E8; = 1 for ; = 1, 2, . . . , : and other places 0.

Then we have, for each ; ∈ [:], supp(B; ◦ E) = {8;}, where B; is the corresponding set of B′
;
. Hence

HHdim(S′) ≤ HHdim(S). �

We can now apply our algorithm for subset-ℓ0 on E
′
, and obtain an algorithm for the subset-ℓ1

norm.

Theorem 2.22. There is an algorithm that when run on an insertion-only stream that accumulates to E ∈
ℝ= and has length poly(=), the algorithm makes one pass using $((�−2+ log log =) log = ·HHdim(S))
words of space, and then when queried for B ∈ S, its output Î(B) satisfies

∀B ∈ S , Pr[̂I(B) ∈ (1 ± �)‖B ◦ E‖1] ≥ 0.9.

2.7 The entrywise update model

In this section, we show an algorithm that computes the subset-ℓ? in the entrywise update model.

For the entrywise update model, the algorithm for ℓ? is essentially equivalent for all ? ≥ 0,

because when an entry E8 arrives, the algorithm can simply raise it to power ? for free. Therefore,

we show only an algorithm for the subset-ℓ1 problem, and the algorithms for all other ? follows

automatically. Unlike the priority sampling algorithm of [48, 1, 26], we simply reduce each
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entrywise update to a sequence of updates to an insertion-only stream of a higher-dimensional

vector.

Specifically, we assume that all entrywise updates are integers bounded by < = poly(=),
which ensures that every entry can be stored using $(log =) bits. Given an entrywise update,

say entry E8 in a vector E ∈ ℝ=
, our algorithm converts it to a sequence of E8 updates to a vector

E′ ∈ ℝ=×<
; similarly to Section 2.6, these updates are of the form ((8 , 9), 1) for 9 = 1, 2, . . . , E8 , and

we also convert the set system S ∈ 2
[=]

to a corresponding set system S′ ⊂ 2
[=×<]

. By applying

Theorem 2.22, we obtain the following corollary.

Corollary 2.23. Let S ⊂ 2
[=] be an arbitrary set system. Let ? ≥ 0, � ∈ (0, 1). In the entrywise update

model of an vector E ∈ ℝ= , there exists an algorithm that uses $((�−2 + log log =) log = ·HHdim(S))
words of space and for each query B ∈ S, it outputs a (1 ± �) approximation to ‖B ◦ E‖? with probability
at least 0.9.

3 Additive error for subset-ℓ? norms

In this section we design additive-error approximation algorithms for subset-norms (in contrast

to multiplicative approximation in the preceding section). Consider a set system S ⊂ 2
[=]
. If

S includes the all-ones vector (i. e., the set [=]), then the space complexity of (�‖E‖?)-additive
approximation of subset-ℓ? norm is clearly at least that of (1 + �)-multiplicative approximation

of subset-ℓ? norm (simply because of the entire vector E). We present an algorithm that matches

this lower bound, up to poly(�−1
log =) factors, for every ? ∈ (0,∞). It works for all possible

subsets, i. e., the set system S = 2
[=]

.

Theorem 3.1. Given ? ∈ (0,∞) and � ∈ (0, 1), Algorithm 4 makes a single pass over a data stream of
additive updates to a vector E ∈ ℝ= , and outputs a function � : {0, 1}= → ℝ that satisfies

∀B ∈ {0, 1}= , Pr

[
�(B) ∈ ‖B ◦ E‖? ± 2�‖E‖?

]
≥ 0.75,

where the probability is over the algorithm’s randomness. Moreover, the space complexity of the algorithm
and the function � is $?(�−3

polylog(=)) bits for ? ≤ 2 and $?(�−3=1−2/?
polylog(=)) bits for ? > 2.

At a high-level, Algorithm 4 follows the framework developed in [36, 5, 20], where every

coordinate is scaled at random and then the Count-Sketch algorithm is used to find heavy-hitters.

We employ a specific simple method established in [20], and thus need the following definition

and lemma from their work.

Definition 3.2 (-inverse distribution [20]). Let  ∈ (0,∞) be a parameter. The distribution of a

random variable - ∈ ℕ = {1, 2, . . .} is called -inverse if

∀G ∈ ℕ, Pr[- < G] = 1 − 1

G
. (3.1)

Lemma 3.3 (Lemma 4 in [20]). Let ? ∈ (0,∞) and � ∈ (0, 1). Let : ≥ 2?�−2 be an even integer for
large enough 2? > 0 that depends only on ?. Let - ∈ ℝ:×= be a random matrix, whose entries have a
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?-inverse distribution and they are pairwise independent. Given E ∈ ℝ= , let - ◦ E ∈ ℝ:×= be a matrix
given by (- ◦ E)8 , 9 := -8 , 9E 9 . Let / be the (:/2)-largest entry in absolute value in - ◦ E. Then

Pr

[
2
−1/? |/ | ∈ (1 ± �)‖E‖?

]
≥ 0.9.

We henceforth define+ := - ◦ E ∈ ℝ:=
, and view it as a vector by simply flattening the : × =

matrix. Throughout, let +
tail(:) denote the vector obtained from + by zeroing the : entries of

largest absolute value. Thus,

‖+
tail(:)‖22 :=

:=∑
9=:+1

+2

[9] ,

where*[9] denotes the 9-largest coordinate in absolute value in* .

Another ingredient is the famous Count-Sketch algorithm of [23], but we need a well-known

and slightly stronger guarantee from [25], as follows.

Proposition 3.4 (Lemma 7 in [25]). There is a one-pass algorithm, Count-Sketch, with parameters
: ∈ ℕ and �′ ∈ (0, 1), that given a stream of additive updates to a vector + ∈ ℝ=′, uses space of
$(:/�′2 · log

3 =′) bits to output an estimate +̂ ∈ ℝ=′, such that with high probability 1 − 1/=′2,

‖+̂ −+ ‖∞ ≤
�′√
:
‖+

tail(:)‖2.

We can now present our Algorithm 4 which is used in Theorem 3.1. The idea is to use

the estimator from Lemma 3.3, but in order to save space, instead of storing + = - ◦ E ∈ ℝ:=

explicitly, it estimates this vector using the Count-Sketch algorithm (where the parameters :

and �′ in Proposition 3.4 are set to : and �′(?, �, =) given in line 5 of Algorithm 4). We write +|B ,
for B ∈ {0, 1}= (representing B ⊂ [=]), to denote the vector obtained by restricting + to entries

corresponding to (8 , 9)where 8 ∈ [:] and 9 ∈ B (i. e., zeroing all other entries).

Before proving Theorem 3.1, we need the next lemma to bound the error of the Count-Sketch

algorithm in our setting. Its proof follows from a direct calculation and appears in Section 3.1.

Lemma 3.5. Let + := - ◦ E ∈ ℝ:= be a vector defined as in Lemma 3.3. Then with probability at least
0.9, +

tail(:)
2

2

≤ �? ·


:‖E‖2? if ? < 2,

:‖E‖2
2
≤ :‖E‖2? · =1−2/? if ? > 2,

:‖E‖2
2
· log = if ? = 2.

holds for a suitable �? > 0 that depends only on ?.

Proof (of Theorem 3.1). We know by Lemma 3.3 that to estimate ‖E ◦ B‖? , it suffices to find the

(:/2)-largest coordinate in absolute value in +|B for : = Θ(�−2), and report its absolute value

scaled by 2
−1/?

. Observe that the input to the Count-Sketch instance CS is exactly the vector

+ = - ◦ E, and thus, with probability at least 0.99, its output vector +̂ satisfies

‖+̂ −+ ‖∞ ≤
�′√
:
‖+

tail(:)‖2 , (3.2)
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where �′ is defined in line 5 of Algorithm 4, and we assume henceforth this event occurs.

Now let Î be as in the algorithm, i. e., the (:/2)-largest coordinate in absolute value in +̂|B ,
and let I be similarly in +|B . It follows easily from (3.2) that

|̂I − I | ≤ �′√
:
‖+

tail(:)‖2. (3.3)

Indeed, by definition of I, at least :/2 coordinates in +|B have value at least I, and (3.2) implies

that all the corresponding coordinates in +̂|B have value at least I − �′√
:
‖+

tail(:)‖2, which implies

Î ≥ I − �′√
:
‖+

tail(:)‖2. The other direction is proved similarly.

We now bound the additive error in (3.3) using Lemma 3.5. By plugging in the value of

�′ (depending on whether ? < 2, ? > 2, or ? = 2) and setting a sufficiently small 2′? > 0, with

probability at least 0.9,

�′√
:
‖+

tail(:)‖2 ≤ 2′?�
1/2
? · � ‖E‖? ≤ 2

1/? · �‖E‖? ,

thus 2
−1/? |̂I − I | ≤ � ‖E‖? . The claimed overall accuracy now follows, via a union bound, from

this last bound and Lemma 3.3.

To complete the proof, observe that the space complexity is dominated by that of the

Count-Sketch instance, which is $(:/�′2 · polylog(=)) bits (Proposition 3.4), as required. �

Boosting the probability. The algorithm in Theorem 3.1 is oblivious to the vector B, and thus

one can boost its success probability by parallel repetition and reporting the median estimate.

In particular, with only an $(log |S|) factor increase in the space, the additive approximation

will hold simultaneously for all the sets ( ∈ S.

3.1 Proof of Lemma 3.5

Proof of Lemma 3.5. We will prove the lemma separately for ? > 2 and for ? ≤ 2.

Case ? > 2: By definition of + ,

‖+ ‖2
2
=

∑
8∈[:], 9∈[=]

+2

8 , 9 and E[‖+ ‖2
2
] =

∑
8∈[:], 9∈[=]

E2

9 E[-
2

8 , 9].

To calculate E[-2

8 , 9
], observe that (3.1) implies Pr[-8 , 9 = G] = 1/G? − 1/(G + 1)? for all G ∈ ℕ, and

therefore

E[-2

8 , 9] =
∞∑
G=1

( G2

G?
− G2

(G + 1)?
)
=

∞∑
G=1

G2

G?
−
∞∑
G=2

(G − 1)2
G?

≤ �′?
∞∑
G=1

1

G?−1

≤ �′′? .
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Algorithm 4 Additive Subset-ℓ? of E ∈ ℝ=

1: Input: ? ∈ (0,∞) and � ∈ (0, 1)
2: Initialize:
3: : ← Θ(�−2) ⊲ : is an even integer

4: generate a random matrix - ∈ ℝ:×=
whose entries have a ?-inverse distribution and they

are pairwise independent

5: initialize a Count-Sketch instance CS for a vector + ∈ ℝ:=
with parameters : and

�′ = 2′? ·


� for ? < 2;

�/(log =)1/2 for ? = 2;

�/=1/2−1/?
for ? > 2

for a suitable constant 2′? > 0 that depends on ?

6: Update(8 ,Δ):
7: feed the Count-Sketch instance CSwith : updates: ⊲maintain + = - ◦ E(

(1, 8), -1,8Δ
)
,
(
(2, 8), -2,8Δ

)
, . . . ,

(
(:, 8), -:,8Δ

)
.

8: Query(B ∈ {0, 1}=):
9: let +̂ be the estimate of + ∈ ℝ:=

provided by CS

10: let Î be the (:/2)-largest coordinate in absolute value in +̂|B .
11: return 2

−1/? |̂I |.

THEORY OF COMPUTING, Volume 18 (20), 2022, pp. 1–32 24

http://dx.doi.org/10.4086/toc


UNIVERSAL STREAMING OF SUBSET NORMS

for some constants �′? , �
′′
? > 0 that depend on ?. Thus, E[‖+ ‖2

2
] ≤ �′′? : ‖E‖22, and by Markov’s

inequality, we obtain as claimed

Pr

[
‖+ ‖2

2
≥ 10�′′? : ‖E‖22

]
≤ 1

10

,

and we can also plug in the well-known comparison of norms ‖E‖
2
≤ ‖E‖1/2−1/?

? .

Case ? ≤ 2: Define the set

, :=

{
(8 , 9) ∈ [:] × [=] : |+8 , 9 | ≥ 20

1/? ‖E‖?
}
.

A simple calculation shows that

E[|, |] = :
∑
9∈[=]

Pr

[
|E 9 |-8 , 9 ≥ 20

1/? ‖E‖?
]
= :

∑
9∈[=]

|E 9 |?

20‖E‖??
=
:

20

.

By Markov’s inequality, the event ℰ = {|, | ≥ :} has probability Pr[ℰ] ≤ 1

20
. When the

complement event ℰ̄ occurs, every coordinate of +
tail(:) is not in, , i. e., has magnitude smaller

than 20
1/? ‖E‖? . Let us define the random variable

' :=
∑

8∈[:], 9∈[=]
E2

9-
2

8 , 9 · 1{|E 9 |-8 , 9≤20
1/? ‖E‖?} .

When ℰ̄ occurs, clearly ‖+
tail(:)‖2

2
≤ ', and we thus wish to bound ' (with high probability).

To this end, observe that for all 8 ∈ [:], 9 ∈ [=]with E 9 ≠ 0,

E
[
-2

8 , 9 · 1{|E 9 |-8 , 9≤20
1/? ‖E‖?}

]
=

(20)1/? ‖E‖?/|E 9 |∑
G=1

( G2

G?
− G2

(G + 1)?
)

≤ �′? ·
(20)1/? ‖E‖?/|E 9 |∑

G=1

1

G?−1

≤ �′′? ·
{
(‖E‖?/|E 9 |)2−? if ? < 2,

log = if ? = 2,

for some constants �′? , �
′′
? > 0 that depend on ?, where we used the fact that < = poly(=) and

thus log< = $(log =). It immediately follows that

E['] ≤ �′′? ·
{
:‖E‖2? if ? < 2,

:‖E‖2
2
· log = if ? = 2,
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By Markov’s inequality,

Pr

[
' ≥ 20�′′? · :‖E‖2?

]
≤ 1

20

for ? < 2

and Pr

[
' ≥ 20�′′? · :‖E‖22 log =

]
≤ 1

20

for ? = 2.

Now by a union bound on the above event and ℰ̄, with probability at least 0.9 we have

‖+
tail(:)‖22 ≤ ' <

{
20�′′? · :‖E‖2? if ? < 2,

20�′′? · :‖E‖22 log = if ? = 2,

which completes the proof of this case. �

4 Concluding remarks

To conclude, we study the universal streaming problem for subset-ℓ? norms, i. e., providing a

single summary of a stream of insertion-only updates to an input vector E ∈ ℝ=
, which suffices to

approximate any subset-ℓ0 norm from a given family S ⊂ 2
[=]

. (Recall that a subset-ℓ? norm of E

is the ℓ? norm of the vector induced by a subset of coordinates ( ∈ S.) We prove that the space

complexity of this problem is characterized by the heavy-hitter dimension of the set S, a notion
that we introduce and define as the maximum number (over all E ∈ ℝ=

) of distinct heavy-hitters

with respect to all subsets ( ∈ S. We further show that this characterization holds also for

subset-ℓ1 norms in the same insertion-only setting. However, it does not hold for more general

streaming models, namely, for the turnstile setting and the sliding-window setting, and thus there

is a strict separation between these models.

For subset-ℓ? norms with general ?, namely, every ? ∈ (0,∞)\{1}, we prove that the heavy-
hitter dimension characterizes the space complexity of universal streaming in the entrywise
updates model, where each coordinate of the vector is updated at most once. In the more general

model of insertion-only updates, it is remains open whether subset-ℓ? norms for ? ≠ 0, 1 admits

uniform streaming with space complexity $̃(HHdim(S)). For example, the major obstacle for

subset-ℓ2 norms is how to maintain the distinct ℓ2-heavy-hitters for every subset of coordinates

( ∈ S. We leave this problem for future investigations.
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